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Abstract
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1 Introduction

Economic development involves dramatic social transformations. In the pro-

cess of becoming a modern economy, most countries experience both a rapid

decline in fertility and the rise of mass schooling. In the United States, much

of the increase in educational attainment was accompanied by social legis-

lation. Laws compelled parents to send their children to school instead of

allowing them to toil in the fields, shops, or factories. In the few decades

between 1850 and 1920, the United States became one of the world leaders

in mass schooling; child labor had been successfully eradicated.

In parallel with the rise in school attendance, modernizing economies

often witness a massive reduction in fertility. Around 1850, the average

American woman could expect to give birth to about six children during

her lifetime. Three generations later, this figure had fallen to a mere three

children. Associated with the rise of the nuclear family, the modern concept

of childhood first appears. By the end of the process, children have become

economically “worthless”, but emotionally “priceless” (Zelizer (1985)).

In this paper I provide a direct test of the effects of government inter-

vention on education and fertility. I test the effects of compulsory schooling

laws (CSLs) on school enrollment and marital fertility using a difference-in-

differences strategy. In order to avoid the potential pitfalls of unobserved

heterogeneity, I restrict my attention to border regions. Borders are par-

ticularly useful because they suggest abrupt, discontinuous changes. People

living on either side of a border region are more likely to be similar in terms

of observables and unobservables. However, since they live in different juris-
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dictions, they are exposed to different regulations. After controlling for any

remaining demographic and economic variables, I argue that the differences

observed between the outcome variables of individuals living in states that

passed the laws and those that did not must be related to the enactment of

compulsory schooling.

My analysis of the evolution of education in border regions about the time

CSLs were introduced reveals that, contrary to the weight of earlier evidence

(Landes & Solmon (1972), Margo & Finegan (1996)), legislation increased

the school enrollment of children by about 7 percent. This finding is robust

to the inclusion of a variety of socio-demographic and geographic controls.

Separate regressions show that the effect of CSLs on education is stronger for

black children. Furthermore, I find that the laws increased the enrollment

only of those children who were affected by it. I confirm that the increase in

enrollment is a consequence of the law by examining the effect of a placebo

law.

Next, I turn to the analysis of fertility outcomes. Fertility measures

available in the historical census data are quite poor. Using a methodology

similar to what the United Nations recommends for countries with poor vital

registration, I construct a measure of fertility based on the ages of children

living with their mothers at census time (cf. La Ferrara,Eliana et al. (2008);

U.N. (1983)). With the time-series data of fertility I am able to test changes

that occur simultaneously with the law’s introduction. Along the borders,

I compare the number of births after the CSL to the number beforehand.

Considering a time series of 15 years of births, I find that women reduced

their fertility about 15 percent as a consequence of the introduction of CSL.
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This result is robust to the inclusion of controls, and it holds even when

restricted to within-mother variation. The effect seems to be stronger on

women who are young at the moment the change in policy occurred. Again,

this is consistent with the notion that the effect of the laws should be greater

on women who have not yet made most of their fertility decisions. The

effects are also robust to the correction for autocorrelation in the treatment

(Bertrand et al. (2004)).

This paper broadly relates to research in different fields. First, it is con-

nected with the macroeconomic literature on “unified growth”, summarized

in Galor (2004). A number of unified growth models have specifically con-

sidered the effect of state interventions in order to reduce child labor and

increase schooling (Doepke (2004); Doepke & Zilibotti (2005); Galor & Moav

(2006)). In addition, this paper is related to a number of empirical studies

that attempt to measure the “quantity–quality” trade-offs (Rosenzweig &

Wolpin (1980b); Angrist et al. (2006)). It should be noted, however, that

this literature stresses finding good instruments for fertility in order to pin-

point its effect on education (and on other labor outcomes). In contrast,

this paper examines how exogenous changes in education affect the optimal

fertility decisions of households.

Finally, the paper relates to a strand of literature that focuses on the

effects of social legislation in the United States— in particular, compulsory

schooling laws (Landes & Solmon (1972); Margo & Finegan (1996); Goldin

(1999); Moehling (1999); Lleras-Muney (2002)).
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2 From Mass Schooling to Lower Fertility

The relationship between family size and education has been on the research

agenda of social sciences for a long time. Theoretical efforts in both economics

and demography have posed reasons why education and fertility should be

negatively related. Perhaps the most famous of such theories is the quantity–

quality tradeoff, first proposed by Becker & Lewis (1973). The main notion

is that the cost of “quantity” increases with the level of “quality” given to

each child. In a world where the opportunity costs of quality are increasing,

the observed effect should be a decline in total fertility.

The main intuition of Becker and Lewis for the negative relationship be-

tween the “quantity” and “quality” holds true in economic growth models

where altruistic parents decide on the size of the household (Becker & Barro

(1988)). In particular, the quantity–quality trade-off has become a central

feature in recent unified–growth models. In these models the goal is to ex-

plain, within a unique framework, the periods of Malthusian stagnation and

modern growth. During the transition from stagnation to growth, fertility

is typically affected by two opposing effects. First, since children are a nor-

mal good, income tends to have a positive effect on fertility. Second, as the

transition to development continues, the skill premium tends to rise, which

increases the opportunity cost of children. At some point in the road to

development, the second effect prevails and makes the relationship between

income and fertility negative.

Given the crucial role of the fertility transition, there have been some

attempts to quantify the impact of social legislation (i.e., compulsory school-
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ing laws and child labor laws) on education, fertility, and ultimately growth.

Several papers argue that these policies should lead to an eventual reduction

in fertility (Bardhan & Udry (1999); Moav (2005)). In particular, Hazan &

Berdugo (2002) suggest that the enactment of compulsory schooling laws en-

tails an immediate escape from the poverty trap. The authors further argue

that, if compulsory schooling is combined with redistributive taxation, then

it is possible to achieve an allocation that Pareto dominates the competitive

equilibrium with child labor.1

Doepke (2004) tries to pinpoint the effects of child labor laws by conduct-

ing a calibration exercise with a standard unified growth model using data

from a Korea, Brazil, and the United Kingdom. While Korea rapidly enacted

both a child labor and compulsory schooling law, Brazil lagged behind. Cal-

ibrating his model to these cases, Doepke argues that at the introduction

of the reform, there is a discrete drop in fertility that leads to replacement

fertility in only two generations. Similarly, growth rates peak immediately

upon the introduction of the law.

All the papers discussed so far have emphasized the economic channel be-

tween the opportunity cost of children and fertility. Theoretical and empirical

efforts from the demography literature have also focused on noneconomic as-

pects of the fertility choice. Studying the case of developing economies and

the past experience of industrial countries, Caldwell (1982) proposes sev-

eral channels through which education may affect fertility. He conjectures

that mass education hastens the transition from a family-based high-fertility

1In most of the models discussed here a compulsory schooling law and a child labor
law have similar consequences.
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regime to a capitalistic low-fertility regime. The process occurs not only

through reduction of the market value of child labor but also through the

increased school-related expenditures families must make and, more gener-

ally, from the introduction of modern values that run counter the previous

“family morality”. All these factors belong to the so-called demand chan-

nel between education and fertility. Easterlin & Crimmins (1985) identify

other channels that work in contradicting ways. Mass education can increase

the natural supply of children as it improves hygienic conditions while possi-

bly devaluing cultural practices that limit natural fertility (e.g., intercourse

taboo, prolonged breastfeeding). All of these would increase the potential

supply of children. On the other hand, mass education will also increase

awareness of contraception, thereby reducing fertility.

The demographic literature has also tried to assess empirically the causes

and timing of this fertility transition. The European Fertility Project (EFP)

investigated the evolution of marital fertility in Europe during the nineteenth

century. The project discovered that, regardless of socio-economic conditions,

all regions of Europe began the fertility transition at about the same time.

Furthermore, the spread of this transition occurred on linguistic and religious

bases. Both claims taken together are usually interpreted as a “diffusion”

view of the fertility transition that minimizes the role of economics. More

recently, however, Brown & Guinnane (2003) have disputed this conclusion

by pointing out some statistical flaws in the methodology used by the EFP

papers.2

2The two flaws concern the aggregation level of the data used and the use of only a
cross-section of the data.
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Assessing the relationship between education and fertility has also been

on the agenda of empirical economists. The main difficulty in this litera-

ture has been that, since fertility and education are the outcome of a joint

choice within the household, there could be unobserved variables driving both

choices. Hence that any ordinary least squares (OLS) regression would yield

biased estimates.

A number of papers corrected for this problem by using an instrumental

variable (IV) approach (Rosenzweig & Wolpin (1980b); Lee (2004); Angrist

et al. (2006)). A different approach involved estimating the unobservable “fe-

cundity” of couples based on a parametric reproduction technology (Rosen-

zweig & Paul Schultz (1987)). All these studies find that fertility causally

reduces the educational attainment of children.3 In contrast to the atten-

tion received by the effects of fertility on education received, few papers have

focused on the converse relationship.

A notable exception is Leon (2006), who investigates the effects of educa-

tional attainment on fertility in the United States between 1950 and 1990. He

uses compulsory schooling laws as an instrument for estimating the returns

to education (cf. Angrist & Krueger (1991); Acemoglu & Angrist (1999)).

Using a similar IV estimation, Leon finds that female education has a siz-

able effect on fertility. According to his IV estimation, having three more

years of education reduces completed fertility by one child. Given that the

average completed fertility in the sample is about 2.5 children, this effect is

substantial.

3All of these papers are closely related to a parallel strand of this literature that explores
the effects of fertility on labor market outcomes (see e.g., Rosenzweig & Wolpin (1980a);
Angrist & Evans (1998)). A complete summary of the literature is given by Schultz (2005).
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Although our papers aim at similar questions, there are a number of

dimensions in which they differ. I use a different fertility measure, one that

is based on the birth histories of the mothers. In addition, I examine the

contemporaneous effect on the fertility of women who were of reproductive

age at the moment the policy was introduced, and I study a period during

which this demographic transition was taking place. (By 1920, total fertility

rates in the United States were already close to modern standards.) Finally,

our papers also differ in methodological aspects. Leon (2006) uses an IV

strategy that focuses on women who were forced to remain in school as a

consequence of compulsory schooling laws.4 My empirical strategy, however,

is based on women living around the borders of jurisdictions where the CSLs

changed and comparing fertility before and after that change (cf. Card &

Krueger (1994)).

3 Compulsory Schooling in the United States

The notion that the education of children is desirable for a society is rela-

tively old. In the United States, the first schooling laws trace back to the

pilgrims of New England. However, it was not until after independence that

states attempted to increase education by passing school laws. During the

1830s and 1840s a “free school” movement successfully eliminated tuition

fees (technically, “rate bills”5) in most northern and eastern states. After

4Note that the validity of his IV strategy relies on the assumption that education is
the only channel through which compulsory schooling affects fertility. But this may not
be the case if, as suggested by the demographic literature, mass schooling affects other
outcomes related to fertility

5A recent paper by Go (2008) analyzes the political economy of the elimination of ’rate
bills’ (sort of tuition fees). The abolition of ’rate bills’ implied that richer areas in the
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the achievement of free schools, reformers focused on a more ambitious goal:

compulsory school attendance for all children.

Abolishing rate bills was difficult, but compulsory schooling proved to

be a major challenge. Reformers and most parents recognized that mass

schooling was beneficial for society because it contributed to good citizenship.

It was the compulsory aspect that was disturbing. In the long tradition of

liberty in the United States, some objected to the state’s intervening to tell

parents how to raise their children. Probably more important was that the

opportunity costs of schooling—in terms of forgone earnings of child labor—

were substantial (Fishlow (1966); Parsons & Goldin (1989);Moehling (2005)).

In response to the strength of persuasive reformers like Horace Mann,

Massachusetts in 1852 became the first state to pass a compulsory schooling

law. Although slow at first, the diffusion of legislation was steady from north

to south (see Figure 2). By 1920, the law had spread to all the states in the

Union, turning the country into a world leader in mass schooling.6.

Exactly what part compulsory schooling played in this picture is not

clear. A naive look at the enrollment rates reveals that overall enrollment

increased substantially between 1850 and 1920, exactly at the same time

compulsory schooling was becoming widespread (Figure 3). Of course that

this coincidence is just a necessary condition for compulsory schooling to

have had an effect on fertility.

Another necessary condition is that CLSs did, in fact, increase enrollment.

Surprising as it may seem, there is a strand in the literature that holds

state had to cross subsidize poorer regions.
6Richardson (1980) explores the difference in timing of enactment of the laws using a

number of state controls
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compulsory schooling laws did not play a major role increasing enrollment

(See Ensign (1921); Goldin (1999)). According to this view, such laws were

enacted as a consequence of high enrollment (Landes & Solmon (1972)) and

had, only a marginal effect on school enrollment when combined with child

labor legislation (Margo & Finegan (1996)).

Before proceeding to study the effect of CSL on fertility, I need to find

whether compulsory schooling laws did actually increase school attendance.

I will do this after first describing the identification strategy in detail.

4 Identification Strategy

The federal structure of the United States provides us with a natural way of

testing the effect of policy changes. Since states enforce different laws, the

evaluation of a policy may seem easy: simply observe the evolution of the

outcome variable in the state that passed the law and compare it with a state

that did not. The problem with this naive strategy is that the economic,

social, and demographic characteristics of the states also differ. It is thus

difficult to identify which is the source of variation that explains changes in

the outcome variable.

In the language of experiments, the problem here is that the treatment

and control groups are not truly comparable. In other words, it is not sensible

to assume that, in absence of CSLs, Massachusetts would have looked a lot

like Mississippi. By 1850 Massachusetts already had much higher school en-

rollment, limiting the potential for further improvement. In contrast, south-

ern states—and Mississippi in particular—were lagging behind. Even with-
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out the advent of compulsory schooling, it is clear that enrollment in Missis-

sippi would have grown faster than enrollment in Massachusetts during that

decade.

The identification strategy pursued in this paper is to define an appropri-

ate control group. In order to do this, I exploit the discontinuity that borders

offer by limiting my attention to regions that are close to the borders where

the change in legislation occurred. Rather than comparing the fertility and

school attendance of people living in Massachusetts and Mississippi, I com-

pare the outcomes between people living in Berkshire county (MA) with

people living just across the border in Columbia county (NY). When pos-

sible, I will use even township level data (see Appendix A).7 A complete

county map for these borders between 1860 and 1910 and for the townships

between 1860 and 1870 is presented in Figures 5 and 4. The construction of

the county and township sample is described in Appendix A.8

Once the treatment and control groups are correctly specified, I will apply

a standard difference-in-differences (DID) strategy. In a nutshell, the idea is

to compare the changes in the average outcome variable in both the treatment

group and a control group. If y denotes the outcome of interest, then the

DID estimator simply captures the change of the outcome variable in the

treated group with respect to the similar change in the control group. More

7A number of papers have used proximity to the border in order to assess the impact
of legislation. See Card & Krueger (1994); Holmes (1998).

8To illustrate the potential pitfalls of using aggregate data and to reproduce earlier
findings, I will sometimes use two samples other than the ones described in the text. I
will also conduct my empirical analysis on the “border state” sample (i.e. the sample of
states that were on a legislative border in a given year) and the full sample.
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formally,

DID = (yTreat,After − yTreat,Before)− (yControl,After − yControl,Before) (1)

where After andBefore refer to the time the CSL was enacted. This is easily

implemented with a regression that includes dummies for the treatment, the

period, and an interaction.

5 Did Compulsory Schooling Increase School

Attendance?

In order to answer to the question of whether CSLs had any effect on ed-

ucation and fertility, I will compare several education outcomes of children

living near the border; before and after the law was implemented. The main

specification that I will regress is

yi,s,t,g = Xi,s,t,gβ + ψCSLs,t + τt + λs + µg + εi,s,t,g, (2)

where t = 1850, ..., 1910. The sample chosen is that of children aged 8 to 14

with both parents living in the household. For each border, I will use only the

census data corresponding to the years exactly before and after the legislation

affected those residents. For instance, for the border between Massachusetts

and New York, I will use the 1850 and the 1860 censuses, because the legisla-

tion was passed in 1852. Restricting my attention to the period immediately

before and after the treatment is not only intuitive but also allows me to
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avoid the problems that multiple periods cause for difference-in-differences

approaches (Bertrand et al. (2004)).

In regression (2), yi,s,t,g refers to school attendance. Individual controls

Xi,s,t,g include a set of demographic variables (race, age, and gender) and

their interaction with the year; labor force participation of the mother; and

a set of dummy variables for father’s occupation. I also control for whether

the household is foreign by indicating the nationality of the father. Finally,

µg stands for a series of geographical controls. These controls make sure

that the we will comparing neighboring individuals also in a east–west sense.

For that, I will use a control for the “segment” of the border in which the

individual resides with reference to bordering states, counties, or townships

(see Appendix A). Again, these geographical controls have ensure that I will

only be comparing people who reside on neighboring regions of the border.

5.1 Data

This paper combines micro-data from the U.S. federal censuses with infor-

mation about compulsory schooling legislation in the United States. The

latest version of IPUMS includes county and minor civil division data from

the U.S. Federal censuses (Steven Ruggles (2004)). The definition of the

schooling laws is obtained from Fishback (2008).9

For the education regressions I use the sample of children in treated ages,

8 to 14, from the censuses of 1850 through 1910. Because many of the controls

in the regression refer to the household head or to the child’s mother, I will

9An alternative dataset on CSLs is provided by Goldin & Katz (2008). The two coincide
in all cases but Louisiana. See the appendices for a detailed discussion of the construction
of the variables.
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restrict my attention to those children whose parents are both present in the

household at census date.

Before analyzing the effect of compulsory schooling on fertility, I need to

establish that CSLs had a causal effect on increasing school attendance. Ta-

bles 1 and 2 contain the summary statistics for the estimating set of variables

used in school enrollment equation at (respectively) county and township

level. All the variables are reported for children affected by the legislation

(ages 8–14) whose parents are present in the household.10 The school atten-

dance variable originally recorded whether the child had attended school in

the year previous to the census. I will refer to it as school attendance or

school enrollment interchangeably.

The first thing to notice about school attendance is that it was already

quite high at the moment the laws were enacted (Landes & Solmon (1972)).

Despite this, it is also evident that changes in school attendance differ de-

pending on whether the child is on the side of the border that enacted com-

pulsory schooling. Figure 6 shows that school attendance increased faster

on the CSL side of the border. Furthermore, the average school enrollment

for different age groups also varies consistently with the assumption that the

laws increased enrollment. That is, the increase in school attendance in the

CSL states occurs exactly for the ages (8–14) covered by the law. In con-

trast, the change in enrollment of slightly younger or slightly older children

is essentially the same on both sides of the border. These facts all support

the hypothesis that CSLs effectively increased school attendance.

10The provisions of the legislation depended on the state. Early laws were usually
modeled after Massachusetts where it was mandatory for children between the ages of 8
and 14 to attend school. Later laws, often extended the mandatory ages.
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In general, Table 2 shows that people living on either side of the border

look very much alike. There are, however, some differences in the occupations

of the children’s fathers. The side of the border without the law seems to

be slightly more rural: fathers are more likely to be farmers than operatives

or clerks. Enrollment differs substantially between some groups. Whereas

white children have an average enrollment of 83 percent, this figure reaches

only 50 percent for black children.

5.2 Main Results

Regression analysis of the effects of compulsory schooling on education is

presented in Tables 3 and 4 for (respectively) counties and townships in the

border. Both tables demonstrate that school attendance increased substan-

tially after the introduction of compulsory schooling. At the township level,

the main specification reveals a causal effect of compulsory schooling laws on

school enrollment of around 7 percent. It is interesting that the estimate of

the effect of the law is quite stable irrespective of the other controls added.

Starting from a simple specification with no additional controls, adding state

and time fixed effects and then a full set of controls barely affects the point

estimate or its statistical significance.

In the tables, I also make a distinction between “early” and “late” borders.

Although my regressions control for time effects through the dummies for

year and border segment, there are reasons to believe that New England may

have behaved differently than the rest of the states. After all, compulsory

schooling laws were enacted much earlier in New England than elsewhere in
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the United States. Although in both cases (county and township) the effects

are significant, the early borders seem to have increased school attendance

by more than the late borders.

I also report, when possible, an individual regression for black children.

Insofar as compulsory schooling laws should affect more poor children, we

expect the effect of the legislation to be large for them. The point estimate

is indeed substantially larger, indicating an increase in the probability of

attending school of about 30 percent as a consequence of the law. These

results are consistent with black children catching up, in terms of school

attendance, with their white counterparts.11

5.3 Robustness Checks

A major assumption of my identification strategy is that the control group

is correctly specified. In other words, were it not for the treatment, the

treated group should look exactly like the control group. This means that,

in a period were the treatment did not occur, we should not be able to find

any effect. A natural way of testing this in the context of my model is to

run regression (2) but for the period immediately before the legislation was

passed–that is, to assume that the treated group received the treatment at

a moment of time in which it did not. Towards this end, I construct a set

of “placebo” compulsory schooling dates for the decade immediately prior to

11The fact that black children would reap most of the benefits of compulsory schooling
probably deterred the passage CSLs in the south. When considering a CSL for Georgia in
1909, one member of the Georgia legislature stated that “such a law would mean increased
usefulness of the Negro in the states, and the law would affect Negro children as well as
white, and the results would be more beneficial to the Negro population and more to the
detriment of whites”. The Washington Bee, Sept. 4, 1909. The law was finally defeated.
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the decade in which the treatment actually took place.12

The results of this placebo estimation are presented in Table 5. For

the same categories as in the main specification, the effect of the placebo

compulsory schooling is small, negative and statistically insignificant. This

holds for both early and late CSL borders, and whites and blacks alike. From

these regressions it can be concluded that the increase in enrollment on the

CSL side of the border occurs exactly during the decade when the legislation

was passed. Thus the difference-in-differences estimator is not reflecting the

effect of different trends for the treatment and control groups.

Another possibility is that our estimator simply reflects a generalized

increase in enrollment that is unrelated to compulsory schooling legislation.

If that were the case, then we would observe school attendance to increase

not only for children of ages covered by the CSL, but also for the rest of the

school-age population. In order to test for that possibility, I ran a model

similar to the baseline model but including all individuals aged between 5 to

20 and allowing the legislation to have a different effect for different ages. The

individual coefficients and estimated standard errors are plotted in Figure

7, which shows a discrete jump in the effect of legislation exactly at ages

8 and 14. Between these two ages, the effect seems to be constant and

approximately equal to 10 percent. When I perform a similar exercise using

placebo CSL, the effect becomes equal to zero for all ages. This too, is

consistent with the legislation affecting the differential school attendance of

children aged 8 to 14. Moreover, the effect is not observed when I look at a

12For instance, Vermont passed its compulsory schooling law in 1867. My main specifi-
cation uses the border between Vermont and New York/New Hampshire for the 1860 and
1870 censuses; my placebo CSL compares the same border between 1850 and 1860.
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different period of time.

Finally, I investigate the reasons why my paper finds a result that had

previously not been observed in the literature. In order to do so, I run

regression (2) but using all the available observations—not just those that

correspond to the border. Comparing Table 8 with Table 3 reveals a story

that is consistent with previous studies on compulsory schooling (Landes

& Solmon (1972)). Using the full sample or the state sample and ignoring

state fixed effects, compulsory schooling is correlated with a strong positive

coefficient of about 20 percent. However, as soon as a full set of state dummies

is added, we find a negative impact of about 5 percent. The reason for this

is simple. The original identification was obtained from pooling a cross-

section of states with very different school enrollments. When I restrict

my attention to the changes in school attendance that occur within each

state, the effect actually becomes negative. This is so because states that

passed compulsory schooling laws already had very high enrollment rates

of 80 percent, compared to an average of 60 percent for states without the

law. Even if legislation increase schooling in CSL states, this effect will

be overshadowed by the convergence in school enrollment experienced by the

other states. Yet we can observe that, as one moves to narrower geographical

definitions (i.e. “border states”, “border counties”) the negative effect of

compulsory schooling vanishes.

The previous research of Landes and Solmon did not have the benefit

of the detailed geographical data used in my regressions and had to rely

instead on aggregate data. In these aggregate regressions, the authors found

that compulsory schooling was associated with a higher enrollment rate both
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after and before the legislation was passed. This observation led them to

conclude that CSLs were ineffective and only came about only after they

were no longer needed. If I were to take a similar approach with the census

micro-data, I would arrive to the same conclusion. However, the border

assumption, allows me to isolate the causal effect of CSLs. I find that, even

though enrollment was high already at the moment compulsory schooling

was adopted, these laws had the effect of increasing school attendance by

about 7 percent. This effect is not small; it represents about one fourth of

the gap from full school attendance.

6 Did Compulsory Schooling Reduce Fertil-

ity?

Having established that laws effectively increased education, let us now turn

to the study of fertility outcomes. There are two types of fertility measures

used throughout this paper, “stock” and “flow” fertilities 13.

Stock fertility refers to a measure of the number of children at a specific

moment in time. These are common outcomes when working with census

data. At census time, a mother is asked about the number of children (or

the number of surviving children) she has ever had. The problem with these

measures is that they put equal weight on all fertility decisions, regardless

of when they were made. Furthermore, owing to the stock nature of these

variables, they move sluggishly over time. Past fertility behavior would thus

13The term flow fertility is borrowed from La Ferrara,Eliana et al. (2008), who define a
similar measure.
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attenuate any sharp response in fertility due to, say, a new social policy.

In order to isolate the timing of fertility changes, I construct a so-called

flow fertility measure based on the ages of own children living in the house-

hold.14 The procedure is straightforward. For each household, I identify the

children living with their mothers; Then subtracting their ages from the cen-

sus date, I infer their birth years. Based on this, I construct for each mother

a variable (Births) that is equal to 1 in the years in which their children were

born and 0 otherwise. When constructing the fertility histories of mothers I

consider as many as 14 years before the census date.

Both stock and flow measures of fertility may exhibit some biases that

stem from the way they are constructed. Both measures refer to the number

of children living in the household at census date.15 If children are not

present in the household for some reason (child mortality, child fostering),

then the estimates of fertility will be biased downward. With regard to the

flow fertility measure, the farther away one moves from a census date, the

more likely it is that the child had already left home. This is precisely the

rationale for cutting off 14 years before the census date.16

In principle, there is no reason why the downward bias in fertility should

affect one side of the border more than the other. In other words, if the

14This strategy is widely used by demographers when constructing fertility estimates
for countries with poor vital registration (U.N. (1983)). Recent research in economics has
also used a similar measure (La Ferrara,Eliana et al. (2008))

15The U.S. federal census did not ask questions about fertility except in 1900 and 1910.
This is why even the “stock” measures of fertility refer only to the number of children
living in the household at census date as inferred from the census schedules.

16We can roughly check the validity of this assumption by looking at the surviving
children variable in the 1900 census. In this census, mothers were directly asked to report
the number of “surviving children”. For white mothers with children of 14 years or less
the number of children reported by the mothers coincides about 90 percent of the times
with the number actually living in the household.
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identification strategy is appropriate, then the downward bias on the fertil-

ity measure should increase only the standard errors without affecting the

estimator’s consistency.

If all the measures have the same problems, flow fertility stands out be-

cause it has a clear benefit: it allows us to pinpoint changes in fertility

occurring exactly at the time of the policy innovation. For doing that, I

regress the number of births of mother i at time t on a number of covariates

and on a CSLs,t dummy. In this context, t stands for the period before the

census date. (t = 0, 1, 2, ..., 14):

Birthsi,s,t,g = Xi,s,gβ + ψCSLs,t + τt + λs + µg + εi,s,t,g. (3)

The covariates in Xi,s,g include age, nativity, race, urban status, and a

number of dummy variables for the occupation of the husband. Note that

because I observe mothers only at one specific census date, individual char-

acteristics do not vary over time. The time, state, and geographical dummies

are defined exactly as in the education regressions. As set up in equation

(3), the regressions do not take advantage of the fact that the data comes

from a panel of mothers. One could do so by running a panel regression with

mother fixed effects, using CSL and time dummies as covariates.

Although appealing, the approach just described has some drawbacks.

The most important refers to autocorrelation which may bias the standard

errors downward (Bertrand et al. (2004)).17 A simple solution for this prob-

17In a nutshell: the idea is that, by the very nature of the DID estimators, the laws
change sluggishly over time and, once enacted, a law tends to remain in force over time.
This generates autocorrelation in the treatment variable. When combined with relatively
large number of periods and a highly autocorrelated dependent variable, the bias in the

22



lem is to collapse the data into a pre-treatment and a post-treatment period.

By reducing the number of periods to two, the autocorrelation problem is

mitigated.

I implemented a solution to the autocorrelation problem by constructing

the accumulated fertility of each mother p periods before and after the shock

(Fert(p)i,s,t,g). Then I ran a regression of the effect of compulsory schooling

on fertility for mother i living in state s before and after the shock occurred.

Fert(p)i,s,t,g = Xi,s,gβ + ψAftert ∗ CSLs + δAftert + λs + µg + εi,s,t,g. (4)

where p = 1, 3, 5 and t = Before, After. Here Aftert is a dummy variable

that takes value 1 only if the observation comes from after the treatment.

Aside from the specifications already outlined for flow fertility, I also

report some estimations using the stock measures of fertility. For that I use a

regression similar to (2). In this case, yi,s,t,g refers to stock fertility measures–

that is, the number of own children and the number of own children aged

5 or less, living in the household at census date. This applies to the set

of mothers aged 15 to 49 whose husbands are present in the household. In

this case, Xi,s,t,g includes a set of demographic variables (race, age, gender),

foreign status and labor force participation, and a set of dummy variables

for husband’s occupation.

standard errors could be substantial.
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6.1 Data

The data for the fertility regressions is constructed from all the available

federal census micro-data since 1850 until 1920. Because the focus is on

marital fertility, I restrict my attention to the sample of married women

whose husbands are present in the household at census date. The sample is

further restricted to women aged between 15 and 49 when the new legislation

was enacted; Thus, I considered only women of reproductive age who may

have been affected by the legislation.

The summary statistics of the data are presented in Tables 9 and 10 (re-

spectively) for stock and flow fertility. Most of the fertility measures tend to

be lower in states that adopted compulsory schooling. The township sample

is particularly revealing. Examining the probability of births for the 15 years

before census date, it makes clear that at least for the 10 years following the

new law’s introduction, the probability of giving birth is lower in the sam-

ple of women living on the CSL side of the border (Figure 8). Compulsory

schooling laws are correlated with lower fertility in the full sample, but is

there a difference between old and young women?

It is expected that younger women would react more to the CSL treat-

ment, since their fertility decisions have not yet been made. In contrast, older

women have already chosen their fertility and are stuck at that level. In or-

der to illustrate this point, I considered the change in fertility, from 5 years

before the treatment to 5 years after for young and old women both. Figure

9 reflects this change for young and old women. As expected, the change is

positive for women at the start of their fertility spell and it is negative for
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older women, who are close its end. Young women in CSL states increased

their fertility much less than young women in non-CSL states. However, the

effect on older women is imperceptible. These results are consistent with the

hypothesis that women reduced their fertility as a consequence of compulsory

schooling laws. Regression analysis would allow us to see this more clearly.

6.2 Main Results

As with the education variables, I present the results of regression analysis

both for counties and townships (respectively) at the border in Tables 11 and

12. In each table, I present two sets of regressions. First, the regressions are

performed using each individual year in the fertility history of the mother–

that is, using the number of births in each of the years before the census took

place. I also report the regressions for fertility one, three, and five periods

from CSL in an attempt to attenuate the problem of autocorrelation in the

treatment dummy.

For townships, the effect of compulsory schooling on fertility in the full

model is negative and significant both using year observations and collapsing

the data. If we take the change in accumulated fertility 5 years from CSL

as a benchmark, legislation reduced fertility by a factor of about 0.1 as a

consequence of compulsory schooling laws. Compared to an average of 0.6,

this effect is high (15%) but does not seem implausible. Table 11 presents

a number of checks in order to make sure that the results are not driven by

a specific age or ethnic group. Specification (8) in the table implements a

panel data regression with mother fixed effects.
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The intuition that young women should be more affected by the law is

also confirmed by the data. Columns (4) and (5) report the full specification

separately for young and old women. The effect of CSL on younger women

is about 50 percent larger than for the pooled sample. For older women, the

effect is about half the average effect and is mostly insignificant.

Finally, I explore the incidence of compulsory schooling for foreign and

white women in order to see whether the results were driven by a combination

of groups with potentially different response to the treatment. If we exclude

black women from the sample, the point estimates are essentially unaffected.

A separate regression for foreign women reveals that this group reacted more

to the effect of compulsory schooling.

6.3 Robustness Checks

I also ran the fertility regressions (using the stock measures of fertility) both

at the township and county level; The results are presented in Table 13. Al-

though the stock fertility measures are quite noisy, the picture obtained from

these regressions is similar to my main specification. Compulsory schooling

has a negative effect on the number of children living in the household, and

the effect persists even when controlling for individual and household char-

acteristics. The coefficients are similar but insignificant when I run the same

regressions on the border townships. The other stock variable–number of

children aged less than 5–has the wrong sign and is insignificant both in

county and township border areas.

Given that these variables are not reported in the census, they are by
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construction similar to summing up the births of the mothers using the chil-

dren’s ages. The main difference with my “flow” fertility measure is that I

compare the fertilities just before and just after the CSL treatment occurred.

These measures compare either the changes in number of total children in

the family or the births in the 5 years before census, independently of when

the treatment took place. If we were to mix births that occurred before

treatment with births that occurred after, then these measures would reveal

only weakly the effect of compulsory schooling laws.

I also check for trends in the data using a placebo law (as in education

regressions); The results are presented in Table 14. As with education, the

effect of compulsory schooling is seen only at the time when the actual laws

were enforced. A similar regression on data 10 years before the CSLs fails to

find any significant effect.

7 Conclusion

Every country with high per capita income today broke free from Malthusian

shackles at some point after 1750. Growth no longer translated into larger

populations; incomes per head grew. The fertility transition was crucial for

this change. Yet for all its importance in models of unified growth, the

causes of the rapid fertility decline in most Western countries after 1830

have remained unclear. Although the Princeton Fertility Project argued

that cultural and linguistic factors were key, there are important challenges

to the aggregative method employed (See Brown & Guinnane (2003)). The

quantity–quality trade-off argument, prominent in the literature since the
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contributions of Becker & Lewis (1973) and Becker & Barro (1988), is of

doubtful value given the history of changes in wage premia (Galor & Moav

(2006); Mokyr & Voth (2006)).

This paper provides empirical evidence that state intervention in the form

of compulsory schooling laws was an important factor behind the fertility

decline. I use micro-data from the U.S. census to identify cleanly the effects

of schooling, using the border effect as my source of identification (in the

spirit of Card & Krueger (1994)). If compulsory schooling mattered then

part of the effect should come from increasing enrollment, and this is what

my evidence suggests. Based on the geographic identification strategy, this

study finds that compulsory schooling laws effectively increased enrollment

by 7 percent on the side of the border that received the treatment. The

finding is robust to the inclusion of individual, household, and geographical

controls. It holds true for the states that passed the law early as well as for

those that did so late. Furthermore, the effects of the law concentrate on

children from age 8 to 14 years (i.e., those ages covered by the legislation).

The evidence also reveals that the effect of education on school enrollment

occurs exactly at the moment when compulsory schooling was enacted and

is not due to differences in previous trends.

In terms of fertility analysis, I find that mothers decreased their fertility

by 0.1 (15% of average fertility) as a consequence of the CSLs. These results

are also robust to the inclusion of a number of individual, household, and

geographical controls and, some alternative fertility measures.

This paper contributes to two important strands in the literature. First,

it contributes to the discussion of the effect of nineteenth-century social leg-
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islation. Education historians have often argued against the effectiveness of

CSLs based on both high initial enrollment rates and anecdotal evidence of

poor enforcement. Although these two effects may have been present, this

paper is the first to find a discernible effect of compulsory schooling laws in-

creasing enrollment. Furthermore, my estimates suggest that the effect was

sizable, especially for some disadvantaged groups. How much credit must be

given to CSLs for the future success of the American mass education system

remains an open question.

Second, the paper also contributes to the development literature on fer-

tility transition and growth. A growing theoretical literature studies how

compulsory schooling and child labor laws may hasten the transition to lower

fertility and higher growth. This paper is also the first to quantify the short-

term effects of a social policy on fertility. The effects found here are only a

lower bound on the overall effect of education. I have not explicitly consid-

ered such effects for the generation that was affected by CSLs. Given that

one of the American education system’s “virtues” was the high level of gen-

der equality (Goldin (1999)), one can well suppose that the long-term effects

of compulsory schooling are much greater.

Much of contemporary policy advice focuses on the importance of edu-

cating women and on the effect this has on fertility. My findings suggest

that compulsory schooling laws can help reduce the total number of children

borne by another channel—by shifting the balance of costs and rewards for

parents. In this sense, compulsory schooling laws may affect fertility more

rapidly and more comprehensively than implied by policy recommendations

that focus on the educational level of the parent generation.
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A Geographical Samples

My identification strategy relies on the definition of the relevant sample ac-
cording to a geographical criterion. Throughout the paper I report results
for ‘All States’, ‘Border States’, ‘Border Counties’ and ‘Border Townships’.
When I refer to the ‘All States’ sample, I consider all the continental U.S.
states including the District of Columbia. By ‘Border States’ I imply all
the states that are in the border between the states that had the legislation
and those that did not. For example, in 1860, only Massachusetts had a
CSL (passed in 1852) and thus, the ‘Border State’ sample for 1860 includes
Massachusetts plus the 5 states that have a border with Massachusetts (New
Hampshire, Vermont, New York, Connecticut and Rhode Island). The vari-
able is similarly defined for other years. Similarly, the ‘Border County’ sample
includes only the counties that are in the border between states with the law
and those with not. As the border expands west (1880, 1900 and 1910), there
are some cases in which counties were created later, disappeared or merged.
In these few cases, I refer to the county structure as it existed at the time
of study. This is usually only a problem in the west and mountain regions,
which are marginally used in the paper.

Finally, the narrowest geographical border is the ‘Township border’. This
restricts the attention to observations pertaining to the townships, or more
generally, ‘Minor Civil Divisions’(MCDs) at the border. The matching of the
MCDs was done following the U.S. Census Bureau maps U.S. Census Bureau
(2008). A major problem with this definition is that states have very het-
erogenous subcounty divisions. In most of the north and midwest, counties
are divided into townships, which are easily matched across censuses. For
northern states, there was an almost perfect correlation between the MCD’s
reported in the data and those published by the U.S. Census bureau in 2000.
Problems arise with southern states, which have a number of overlapping
territorial divisions which, furthermore, change between censuses. The most
extreme example is Tennessee, where county are subdivided into numbered
’civil districts’, that are not necessarily constant over time. For these reason,
I will restrict my township border definition to the states in which matching
can be done reliably, that is, MA, VT, NH, NY, CT, RI, PA, OH, IN, MI,
WI, MN, IA, IL, SD, MO and NE.

The border between CSL and No CSL states may sometimes include
a major metropolitan area. I decide to exclude them from the county and
border definitions in order to keep the sample balanced. Specifically, I exclude
Philadelphia-Trenton(PA/NJ) and Cincinnati(OH) in 1880; Baltimore(MD)
and St. Louis(MO) in 1900 and Memphis(TN) in 1910.

I also define a variable that indicates from which part of the border/year
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the observation comes from. These are: MA-RI, 1860; MA-CT, 1860; MA-
NY, 1860; MA-VT, 1860, MA-NH, 1860; VT-NY, 1870; VT-NH, 1870; DC-
VA/MD, 1870; CT-RI, 1880; NJ-PA, 1880; NY-PA, 1880; OH-PA, 1880;
OH-WV, 1880; OH-KY, 1880; OH-IN, 1880; MI-IN, 1880; IL-WI, 1880; IA-
WI, 1880; MN-WI, 1880; KS-NE, 1880; KS-MO, 1880; KS-CO/OK, 1880;
CA/NV-AZ/UT/ID/OR, 1880; PA-DE/MD, 1900; WV-MD/VA, 1900; KY-
VA/TN, 1900; NE-IA/MO, 1900; CO/NM-OK/TX, 1900; NC-SC, 1910;
TN/GA-MS-AL, 1910; AR/LA-MS, 1910 and OK-TX, 1910.

B Variable Definition

B.1 Fertility variables

The stock measures of fertility (nchild and nchlt5 ) are directly provided
by IPUMS and no further transformations are needed. However, as in the
regressions I will be using a set of controls from the household, I will need
to restrict my attention to women whose husband is present at the house.
In order to do so, I discard all the cases in which the matching between the
husband and the wife is ’doubtful’, as reported by IPUMS (sprule different
than 1 or 2). For the flow fertility measure I further need to obtain the
ages of own children. I do so using the momloc variable. Finally, I limit my
analysis to the mothers who live in the border and who were between 15 and
49 years at the time of the treatment.

• Number of Children(nchild): Number of children living with their
mothers at census day (IPUMS constructed).

• Number of Children under 5 (nchlt5 ): Number of children under
5 years living with their mothers at census day (IPUMS constructed)
children ever born to each ever-married woman and who are still alive,
regardless of whether they are living in the household or not. This
variable is in the census schedule and it is only available only for the
1900 and 1910 children ever

• Births at year “X” (Births(X)): Number of children born in year
“X”. I construct this variable based on the ages of the own children
living in the household. Subtracting their ages from the census year I
construct the fertility of married women for the 15 years before census
date.

• Accumulated births in the “X” years from the treatment treat-
ment occurred (Fert(X)): Number of children born during the “X”
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years following the introduction of the CSL. I just sum fert over the the
“X” years that follow the introduction of the legislation. If the mother
is a resident of Agawam, MA (in the border with CT), the treatment
time is 1852. Therefore, Fert(X) will be the number of births to this
mother between 1853 and 1857. Similarly, Fert(-X) will be the number
of children born in the 5 years prior to the passing of the law. For the
mother considered above, that would be the number of births between
1847 and 1851. In the text, I will use 3 dates, 1, 3 and 5 years from the
census date. The reason for doing this is that the longer the period,
the fewer the number of mothers that I can observe. p=5 requires that
I observe the fertility of a mother for at least 11 years.

B.2 Other Controls

Most of the variables used in the paper are self-explanatory (age, race and
foreign status). The cases in which the construction is not straghtforward are
explained below. the child is attending school (school variable in IPUMS)
or declares “at school” as his occupation. I define this variable for children
ages 8 to 14.

• School Attendance: Dummy variable equal to 1 if the child is at-
tending school. Defined as School Attendance but including the cases
in which school is equal to zero and occupation (occ) is set to ’at school’.

• Months Sch. Attendance: Number of months of school attended in
the school year ending on June 1st, 1900. Only available for 1900.

• Some Literacy 10-14: Dummy variable equal to one if the child
knows how to read, to write, or both. The universe is the group of
children between 10 and 14.

• Child Labor 10-14: Dummy variable equal to one if the child is
employed in any occupation. For 1900, includes all cases in which occ
responses are between 1 and 300. For 1910 and 1920, it includes all the
occ responses between 1 and 997. This is due to coding changes in the
IPUMS occ variable for 1910 and 1920. The universe of this variable is
the group of children aged 10 to 14.

• Urban Status: Dummy variable equal to 1 if the location in which
the person resides is a incorporated town.
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Figure 1: TFR and School Enrollment, 1880-1920

Figure 2: Compulsory Schooling Laws
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Figure 3: Compulsory Schooling and Fertility, 1850-1920

Figure 4: Evolution of the CSL Border - 1860-1870 - By Township
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Figure 5: Evolution of the CSL Border - 1860-1910 - By County
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Figure 6: Change in School Attendance by Age: by CSL
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Figure 7: CSL and School Attendance: by Ages
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Figure 8: Births From CSL Date

Figure 9: Fertility Change: By CSL
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